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Abstract
Despite recent advances, a persistent weakness of cur-
rent AI models is that they are each still far from achiev-
ing the flexibility of human thought. Here we suggest
a psychologically-inspired framework for approximating
thought that is embodied, multi-modal, and at its core—
generative. Core processes of object generation, world
generation, and query generation are each served by sub-
processes aimed at improving core process efficiency
and exchanging information with other sub-processes.
The model’s goal-driven interaction with the world is fu-
eled by a sequence of generations, culminating in the
generation of a query to test a hypothesis that it has made
about the world based on the objects that it has gener-
ated in it. We propose that this iterative cycle of gen-
erative questioning will result in this model achieving a
milestone of human thought, learning that there is a self
that is distinguishable from an other, and that this other
is an entity in the world that can be understood by asking
it questions.
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What would it mean for an AI to think?
To think like a human, an AI must be embodied and multi-
modal to reflect the fact that thought for most people takes the
form of visual, motor, and linguistic interactions with the world.
Such a model must also be generative and questioning, by
which we mean it must be capable of synthesizing a novel in-
terpretation of the world and then generating a query aimed at
evaluating the hypothesis by controlling a behavior. We sug-
gest that a model that can do these things would be perform-
ing a rudimentory form of thinking, and in Figure 1 we give
a blueprint for our proposed Generative Multi-modal model of
Embodied Thought (GMET).

Core Generative Processes
The model is shown interacting with a person who is asking
to be handed a rose from cut flowers on a table. Its acous-
tic inputs in this scenario are the sounds in the words “hand
me the rose”, and its visual inputs are the image patches that
it fixates with its high-resolution central vision (ignoring the
role played by peripheral vision, for simplicity). An entirely
synthetic world context would be sufficient for model develop-
ment, meaning both its acoustic and visual inputs would be
realistic simulations. The core model pipeline is an iterating
cycle of three generative processes (in yellow) that controls
a behavior which changes a state (green ovals). By making

these processes generative, we are suggesting that human
perception and cognition are inherently generative as well,
aligning our approach with analysis by synthesis and explain-
away theories (Yuille & Kersten, 2006; Clark, 2013). The pro-
cess labeled object generation synthesizes from the acoustic
and visual inputs discrete perceptual objects, meaning that its
outputs are visual objects and words. The world generation
process inputs these object percepts and synthesizes from
them visual and lexical interpretations of the world consisting
of the perceived objects in a context. This process therefore
reflects an active attempt to discover relationships between
objects and to hypothesize how they might belong together as
part of a holistic scene. This generated hypothesized world
is input to a third process of query generation, whose func-
tion is to query the hypothesized world in order to advance a
goal or achieve a greater understanding (a default goal). The
figure illustrates a world generation consisting of two roses,
which may lead to the internal generation of a query to de-
termine which has the best stem for grasping. The output of
this process is a behavior aimed at answering the generated
question, which very often (roughly every 350 msec) will be
an eye movement to gather additional information (e.g., by fix-
ating on the stems) but can also be a spoken utterance or an
arm/hand/body movement. The behavior changes the state,
such as a new stem object being added to a new world gen-
eration, and each iteration through this generative cycle will
produce an increasingly elaborated world hypothesis aimed
at achieving a goal or greater world understanding.

Dedicated Sub-processes to Improve Efficiency

Another strength of our approach is that each core process
is served by one or more sub-process whose function is to
improve the efficiency and robustness of the specific core pro-
cess. These sub-processes roughly correspond to the pro-
cesses and mechanisms identified by psychologists as be-
ing essential to human information processing. For exam-
ple, the core process of object generation recruits object-
based attention (Einhäuser, Spain, & Perona, 2008; Vecera
& O’reilly, 1998) and perceptual grouping (Wagemans et al.,
2012; Pooresmaeili & Roelfsema, 2014) sub-processes to
transform the relatively raw visual and auditory samples from
the world into more robust and discrete perceptual objects.
The world understanding process also has a sub-process
corresponding roughly to what psychologist’s understand as
working memory (Cowan, 2001; Oberauer, 2009). An in-
terpretive process applied to isolated objects is inefficient
and limited in possibility. More complex interpretations are
made possible by collecting multiple visual and lexical objects



Figure 1: A generative multi-modal model for embodied thought. See text for details.

within a common workspace, a long-held metaphor for work-
ing memory (Baddeley & Hitch, 1974). Working memory is
central to the world understanding process because the hy-
pothesis that is generated is meant to explain its contents,
which are the objects selected by attention to be included in
the world interpretation. The generated world interpretation
is also allocated a slot in working memory, thereby adding an
internally generated new interpretation to the workspace that
the next iterations through the cycle can use as a scaffold-
ing to generate increasingly more elaborated hypotheses of
the world for testing. The process of query generation relies
on a long-term memory (Craik & Tulving, 1975; Bransford &
Johnson, 1972; Morris, Bransford, & Franks, 1977) of previous
object and world interpretations to improve its efficiency, and
it queries these previous generations in a process known to
memory researchers as retrieval. A sub-process of planning
(Shallice, 1982) helps to improve the efficiency of questions
requiring sequences of decision steps. The programming of
behavior (e.g., an eye movement) is assisted by an attention
control (Broadbent, 1958; Neisser & Becklen, 1975; Zelinsky,
Chen, Ahn, & Adeli, 2020) sub-process aimed at efficiently
collecting the information needed to answer the currently gen-
erated query and to ultimately achieve a goal. When behav-
iors such as speech and signing are required, a language sub-
process is recruited to transform the generated query into a
spoken/signed question following the grammatical rules of a
language (Chomsky, 1995). A sub-process also evaluates the
state and allocates reward to behaviors resulting in goal com-
pletion or a closer alignment between current and goal states.

Lastly, sub-processes of goal formation and affect and arousal
influence the state, with this changed state potentially sam-
pled by attention and input to the model in the next iteration of
the generative cycle.

A unidirectional flow of information through the core pro-
cesses is essential for spatio-temporal embodiment and to
propel the iterative cycle of generations that we propose
underlies sequential human thought. However, the sub-
processes are not similarly constrained and can more freely
exchange information (shown as fully connected in the figure).
Thus, language can enlist attention control and planning sub-
processes, and all sub-processes benefit from the access to
previously generated object and world understandings made
possible by the long-term memory sub-process.

Each of the core processes and sub-processes can be as-
sociated with a current AI method, (blue text), making GMET
more than a box model from psychology. Rather, it is a
psychologically-inspired blueprint for how different AI methods
can be integrated into a single multi-modal architecture capa-
ble of generating the dynamics of human thought. Critically,
the thought that GMET generates will be embodied in behav-
ior; it will move a simulated foveated retina and robotic arms
and it will output language both spoken and internal (i.e., inner
speech). By giving the model animacy in a world, it will learn a
sense of self and others, which is needed for learning to take
perspectives (Galinsky, Maddux, Gilin, & White, 2008; Todd,
Bodenhausen, Richeson, & Galinsky, 2011) and developing a
theory of mind (Apperly, 2010; Premack & Woodruff, 1978)
and mediating more complex social interactions.
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